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June 2016
Dear RPI Community,

I am pleased to introduce the first annual issue of RPI’s MANE Student
Research and Design Journal. The Journal showcases some of the
impactful research and innovative design work performed by

undergraduate and co-terminal students within cutting-edge laboratories
across The MANE Department at RPI.

The task of initiating a student-run research journal was taken by The
MANE Department’s Student Advisory Council under the direction of the
Department Head—Dr. Suvranu De—and Professor of Inventor’s
Studio—Dr. Asish Ghosh. Otherwise, the Journal is completely student-
run; it’s composed entirely of students’ contributions to research and
innovative solutions to design problems developed by students. The
editorial staff is composed of graduate students in the MANE Department,
who have experience publishing research in peer-reviewed technical
journals. Thanks to Brian Waite, Nicolas Thompson, Alex Angelini,
Dannah Laguitan, Amanda Youmans, Dan Spatcher, and Eva Mungai for
serving on the editorial staff.

I hope you enjoy this issue of the MANE Student Research and Design
Journal, as it is the product of hard work and commitment on from many
talented students. We are very proud of the students who contribute to
research at RP1. Hopefully this is the first of many issues which will help
student researchers to become prolific authors of impactful research
publications.

Sincerely,

(Lo (o>
Adam Weltz
Editor-in-Chief

Nuclear Engineering Ph.D. Candidate at RPI



CASCADED PID CONTROLLER DESIGN FOR A MODULAR QUADROTOR VEHICLE

Gregory S. Grebe, Botao Hu, Sandipan Mishra
Intelligent Systems Automation and Control Lab
Rensselaer Polytechnic Institute

In this experiment, a two level, cascaded PID
controller was created to fly a rigidly connected
group of flying modules arranged as a quadcopter.
The PID controller was tuned using standard
methods until it was able to achieve stable hovering
about a given point. The system is capable of
hovering at a given point with less than 100mm of
oscillation or drift.

I. INTRODUCTION

The Distributed Flight Array [1] is a modular
Vertical Take-Off and Landing (VTOL) vehicle first
proposed by researchers at ETH Zurich. The concept
is to create many modular flying units that, once
docked together in a feasible configuration, are
capable of stable hovering flight. The ETH Zurich
implementation uses a model based control strategy.
In this experiment, we attempt to replicate their
results and achieve stable hovering flight using a
PID controller and four modules. Section Il will
briefly introduce the system. Section I will
introduce the dynamics model and section IV will
introduce the PID controller design. Section V will
detail the experimental results.

I1. SYSTEM DESCRIPTION

The quadrotor system is composed of four
identical hexagonal modules, each containing a
motor and propeller, an Electronic Speed Controller,
and a battery (Figure 1). A single central Arduino
Mini microcontroller sends the appropriate Pulse
Width Modulated (PWM) signal to each of the four
speed controllers. These speed controllers are hard-
wired to the motors, each of which has a three-blade
fixed-pitch propeller attached. The red propellers
(numbered 1 and 2) rotate clockwise, while the black
propellers  (numbered 3 and 4) rotate
counterclockwise. An equal number of counter-
rotating propellers are required to cancel out the
rotor’s reaction torques during flight. An off-board
3D Motion-Capture Camera system is the only
sensor used in the system. The sensor uses IR
reflecting markers attached to the vehicle in order to

Figure 1: Quadrotor System.

localize it in space with less than 1mm of error. In
the future, this system will be replaced with sensors
placed locally on the modules to expand the vehicles
range.

I11. DYNAMICS MODEL

The system is modeled as a rigid body that is
capable of producing four independently controlled
positive thrust vectors, located at the center of each
propeller, and directed upwards perpendicular to the
plane of the vehicle. The body frame is fixed at the
vehicle’s center of mass, which is assumed the
geometric center of the vehicle. The axes in Figure 1
show the alignment of the body frame (denoted B)
with respect to the vehicle.

The 3D Motion-Capture system provides the
location and orientation of the vehicle-fixed body
frame with respect to the global inertial frame
(denoted as I'). The location is given as a (x,y,z)
coordinate in the I frame. For simplicity, the origin
of the inertial frame is assumed coincident with the
origin of the body frame while the vehicle is at rest
before takeoff. The orientation of the body frame is
described by the ZYX-Euler angles, which are used
to represent the roll e, pitch Band yaw y acting
around the x,y and z axes respectively. The
orientation of the body frame with respect to the
inertial frame can therefore be expressed as a single
rotation matrix:

ényz = Rx(a)Ry(ﬂ)Rz(y) . (1)



The system is actuated by altering the speed of
the rotors, which is proportional to the upward thrust
vector, as well as the reaction torque produced. The
speed controller allows us to control the rotor’s
angular velocity w; . The thrust produced is
guadratically proportional to the angular velocity, so
we therefore assume that the thrust is also
proportional to the PWM commands
(uq,uy,u3z,uy). The steady-state thrust generated
by rotor i is given by

fi = kpuy. ()

Similarly, the reaction torque t; acting on the body
of the vehicle that is generated by rotor i is given by

T = k. (3)

The coefficients ky and k. are both constants, and
are a function of several rotor parameters as well as
air density. These parameters are usually determined
using static thrust tests. The torque t; can be
approximated as a linear function of thrust by

T, = Cifi! (4)

where c; is a constant with the same magnitude for
all i, and its sign depends on the handedness of the
propeller.

As a rigid body, standard rigid body dynamics
apply here. The entire system is assumed to have
mass m, and moment of inertia J that is subjected to
the forces f=1[0,0,Y%f;] , and torques =
[0,0, ¥} ;] produced by the rotors. The equations of
motion are given by

p=v (5)
mv = ényzf (6)
5Ryyz = 5Ryy, @0 7)
Jo=—-wXJw+Tt. (8)

The vectors p = [x,y,z] and v = [x,y, ], represent
the position and velocity respectively of the body in
the inertial frame. The vector @ = [p, q, ] denotes
the angular velocities in the body frame. The
superscript x denotes the skew symmetric matrix of
that vector.

The equations of motion in their full form are
nonlinear. They can however be linearized about the
hover point, which is considered an equilibrium
point for the vehicle. The simplified linearized
equations of motion are expressed as follows

¥ = Bg 9)
y=-ag (10)
M[; & g 71" =Pksu, (11)

where M is a matrix and wu is the system input
defined as

M = diag(m, I, I, 1,) (12)
u= [u1I u21u31u4]T (13)

and the matrix P is a 4 X 4 matrix that encodes the
location and handedness of each of the rotors

Vi —X1 G
Y2 —X3 (G _ (14)
Y3 —X3 (3
Yo —Xg4 C4

~
Il
[ i {

IV. CASCADED PID CONTROLLER DESIGN

To control a quadrotor, many researchers have
proposed different controllers, including linear
controllers such as the PID controller [2], the
Iterative Learning Controller [3] and nonlinear
controllers such as the adaptive controller [4] and the
back stepping controller [5]. A comprehensive
review can be found in [6].

In this paper, a cascaded PID controller is
designed. Given the dynamics in the previous
section, the purpose of the PID controller is to derive
the control input u to stabilize the quadrotor at a
given position (xg4,Vq4,24). While simplistic, and
useful only for a standard configuration of four
modules, the PID controller designed is useful for
benchmarking future controller designs. It also
provides a working flying testbed to experiment with
vehicle and controller design.

From (11), the quadrotor position (x,y) is not
directly controllable, but the three angular
accelerations are directly controllable. The idea is to
first get the desired angles (ag, B4,74) from
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Figure 2. Proposed Cascaded Controller Architecture.

(x4,v4) and then design a controller that stabilizes
the quadrotor angle (a,f,y) to (a@q,Ba,vq) - The
overall controller is designed in a cascaded
architecture (Figure 2). It consists of an inner loop
and an outer loop. The outer level seeks to control
the global (x,y) position and output the desired
angles (ag4, B4, Ya), While the inner level determines
the required values for the control output u to track
(aq, Ba,Yarzq) and achieve that position. The inner
control loop is run at 100Hz while the outer control
loop is run at half of that value, 50Hz. In this paper,
to simplify the problem, we set y, to always be zero.

IV.A. The outer loop controller design

The outer controller takes desired position
(x4,¥4) and current position (x,y) as input, and
outputs (g, Ba)-

Xg = kpx(xg — %) + ki J (xg — 0)dt + kgy(Xg — %)
(15)

Va = kpyVa —¥) + kiy] (va — y)dt + kay g — )
(16)

ag = —y_d (17)

g, =2 (18)

(ag,B4) are bounded to within +0.2 radians to
ensure that the quadcopter does not roll or pitch too
extremely. These values, as well as the desired
height z,; are then passed to the inner controller.

IV.A. The inner loop controller design

The inner controller is again a PID controller. It
maps (g, Ba,24) to u = (f1, f2, f3, f2) as follows:
a = kpa(ad —a)+ kiaf (ag —a)dt + kyq(dg —
a) (19)

ﬁr =kpp(Ba — B) + kiﬁf (Ba — B)dt + kdﬁ(ﬁd -
B) (20)

Zr = kpy(2q — 2) + kipf (2q — 2)dt + kg, (Z4 — 2)
(21)

Vr = kpy(_y) + kiyf (—y)dt + kdy(_y)
(22)
1 - .. . I3 .
u:k_fP TM[Zr dar  Pr Vr]T
(23)
This effort is then distributed amongst the

various rotors by multiplying the output vector by
the following distribution matrix:

025 0 0.5 —0.25
025 0 -05 -0.25

-T _
P = 0.25 0.5 0 0.25 (24)
025 —-05 0 0.25
IV.C. Tuning

The system was first tuned systematically by
attempting to isolate the various parameters and tune
them individually. The system was hung on wires to
isolate a single parameter, and all gains except for
the parameter of interest were set to zero. The four
directly controllable parameters were tuned first.
Once the individual parameters had all been tuned, a
series of hover tests, in which the system was
released while already hovering, were conducted to
further tune these parameters to achieve a stable
hovering configuration. Once suitable controller
gains were found for these parameters the x and y
position controller gains were tuned until the system
was capable of hovering at a given location with less
than 100mm of drift or oscillation. The final PID
gains are listed in Table 1.



Table 1: PID Gains.

Parameter Kp Ki Kd
a 150 40 30
B 80 30 30
15 500 120 60
z 0.2 0.2 0.1
x 0.001 0.001 0.00008
y 0.0015 0.001 0.00002

Computer uadrotor
(J.d. Yd, :{l) Controller (“ ’ lril)» ——

(z,y,2)

A
(a,Ya, za)

Motion capture

Figure 4: Experimental setup.
V. EXPERIMENTAL VALIDATION

In order to validate the effectiveness of the
cascaded PID Controller, an experiment is
performed. Four IR markers are fixed to the
quadrotor and these markers are captured by the
motion capture system. The system sends accurate
position and Euler angle measurement to the
computer at 100 Hz. The computer then sends the
measurement wirelessly to the quadrotor through an
XBee serial connection. All of the controller
computation is carried out with an Arduino
controller onboard the quadrotor.

With the given PID controller, the system is
found to be capable of stable hovering. It is also able
to takeoff from the ground and settle to hovering at a
given location within a reasonable response time.
While running the experiment, the controller was set
to hold a constant position and yaw angle, 250mm
directly above its starting ground position. Figure 3
shows the position of the system throughout the
flight with data obtained from the motion capture
sensor. The system takes off and quickly climbs to
the appropriate height. There is some initial
overshoot in the z control, however it eventually
settles to the correct level. While the settling time

and steady state error of the response could be
improved, it was not deemed significant to the
overall experiment and further tuning was not done.
Once hovering, the x and y position show some
slight oscillations about the set point, however these
oscillations are never more than 100mm in
amplitude, and are barely perceptible to the human

PID position tracking result
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Figure 3. Position of System in Flight.

eye. Our system is not required to have pinpoint
accuracy and response, so the controller was deemed
an appropriate and acceptable benchmark for future
experiments.

VI. CONCLUSIONS

Through this experiment it was shown that it is
possible to create a simple PID controller for a
nontraditional, module based quadrotor. This
experiment examined the most basic test case, in
which the modules were arranged much like any
guadcopter would be. However, it has provided a
very useful benchmark for creating new controllers
that make use of additional modules or more
advanced control strategies. Overall, the experiment
showed that the PID controller is effective for the
system to hover at a given point with little
fluctuation in position.
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Attitude Estimation with Inertia/ Magnetic Sensors

Yaser A. Khalil, Botao Hu, and Sandipan Mishra
Rensselaer Polytechnic Institute
Department of Mechanical, Aerospace, and Nuclear Engineering
khaliy@rpi.edu

In this paper, an estimation algorithm is
designed for determining the orientation of a rigid
body based on the measurements from an integrated
inertial measurement sensor: a gyroscope sensor, an
accelerometer and a magnetometer. An Extended
Kalman Filter is used to estimate the attitude.
Experimental comparison with a high accuracy
motion  caption  system  demonstrates the
effectiveness of the attitude estimation method.

I. INTRODUCTION

With the proliferation of sensing capability
embedded in smart devices, an accurate estimation
of the attitude of a rigid body is becoming
increasingly important. Attitude estimation a rigid is
the estimation of the orientation or angular position
of a rigid body. It can enable an intuitive interaction
with such devices. This interaction, for example, can
be seen when a smart phone rotates the screen after
detecting changes in orientation. Attitude estimation
can usually be achieved with low cost inertia
measurement sensors such as a gyroscope sensor, an
accelerometer sensor, and a magnetic sensor.
However, these sensors usually have a biased output
and they are affected by measurement noise. This
paper provides an efficient estimator which
accurately estimates the attitude based on the
measurements of these sensors.

In state-of-the-art inertia measurement sensor
packages, the gyroscopic sensor measures angular
velocity and can therefore be used to obtain attitude
by integration. However, the slow time varying bias
in the measurement leads to unbounded drift after
integration. The accelerometer can obtain drift free
inclination estimates while the magnetometer can
obtain drift-free heading estimates [1]. These
estimates, however, are sensitive to high frequency
noise in the measurement. In summary, a single
sensor is incapable of obtaining accurate attitude
estimation, but by fusing the measurements from
these three sensors, it is possible to obtain high
accuracy estimates.

Acclerometer
ay Qya,
Magnetometer Quaternions
TS Estimatorweon
Attitude
Gyroscope ll

Figure 1: The proposed attitude estimator.

Sensor fusion for attitude estimation has been
explored by many researchers. Some of the widely
used methods are: the complementary filter [2], the
Extended Kalman Filter (EKF) [1][3][4], the
Unscented Kalman Filter (UKF) [5], and the Particle
Filter (PF) [6]. A comprehensive survey for attitude
estimation can be found in [4]. In this paper, a six-
axis motion sensor that integrates a gyroscope ,an
accelerometer (MPU-6050, InvenSense Inc), and a
tri-axis magnetometer (HMC5883L, Honeywell Inc)
are used for attitude estimation. As shown in Fig. 1,
the estimator takes in measurements from the
accelerometer, magnetometer and the gyroscope and
outputs unit quaternions, which is a representation
for rotation [7]. The estimator designed in this paper
is based on the Extended Kalman Filter and it is
similar to the estimator presented in [1]. The main
difference is that in this study, the biases of the
magnetometer and accelerometer are calibrated
before sensor fusion instead of using the biases as
states of the system. This helps reduce the number of
state variables and decrease computational
requirement.

The paper is organized as follows. Section Il
introduces the process and measurement model of
the estimator. Section 1l then introduces the
implementation of the Extended Kalman Filter.
Finally, Section IV shows the experimental result
while section V concludes the paper.

I1. MODEL DESCRIPTION

In this paper, the attitude is represented by a unit
quaternion vector. Compared to commonly used



Figure 2: Euler angles and the axis angle
representation.

Euler angles, the unit quaternion representation does
not have singularities and is used by [1,3,4] as the
representation for rotation. This section will
introduce the wunit quaternion representation,
followed by the sensor reading model. The process
model and measurement model will be described
last.

The attitude estimator is built based on the

following assumptions:

1. The accelerometer is only affected by the
gravitational acceleration. The magnetic
field around the magnetometer is time
invariant.

2. The bias of the gyroscope measurement is
slowly time varying or time invariant.

3. The systematic error of the accelerometer
and magnetometer are carefully calibrated.

I1.A. The unit quaternion representation

A rotation can be described as a result of
sequential rotations. The Euler angles include the
roll angle, pitch angle, and yaw angle. They are
defined as the rotations about X, y, and z-axis
respectively.

A rotation can also be described as a result of a
single rotation of angle & about a unit axis k=
[k1,ky, k3] . This is called the axis angle
representation. Fig. 2 shows the definition of Euler
angles and the axis angle representation. The unit
guaternion is then defined based on the axis angle
representation. The unit quaternion vector ¢ has four
elements q,, q,, q3 and g, which are defined as

q1 = kqsin (g) 1)
g2 = k; sin (g) (2)
43 = kysin (3) ©)

) (4)

North B

[0 >

East
8.

l
Down

Figure 3: Coordinate axis definition.

The elements in the unit quaternion vector
satisfy the constraints

Gt +a3+ai+ai=1 (5
11.B. Sensor reading model

For this experiment, the inertia frame is denoted
as O frame and the direction is defined as North-
East-Down (NED). The body-fixed frame is denoted
as B frame with three right-handed orthonormal
bases as shown in Fig 3. The gyroscope measures
the angular velocities around the body axes, denoted
as w = [wq, w,, w3]. The gravitational acceleration
is denoted as ¢g. The accelerometer and the
magnetometer measure the gravitational vector, and
the magnetic field in the body frame respectively.
By denoting the measurements in the inertia frame
as ap = [0,0,g]” and cyg the measurements in B
frame can be represented as:

ag = Rpoao (6)
cg = RpoCo, (7)
Rgo is the representation of the rotation of the O
frame with respect to the B frame. It can be
presented by the unit quaternion vector [7].

1 T2 T3
R= "1 T2 7’23] (8)
31 132 733
r1=2q7 +2q5 — 1 9)
T12 = 2(9192 — q394) (10)
713 = 2(4193 *+ q294) (11)
721 = 2(q192 + q394) (12)
T2 = 25122 + qu -1 (13)
723 = 2(q293 — 9194) (14)
131 = 2(4193 — 9294) (15)
32 = 2(q293 + q194) (16)
r33 = 295 +2q5 — 1 (17)



The measurements from all three sensors are
ideal except the bias error in the gyroscope
measurement. However, in reality, the measurements
are usually affected by systematic errors and non-
systematic errors. The systematic errors include the
scalar error and the bias error. The calibration
method for the systematic errors of the
accelerometer and gyroscope can be found at [8]. In
this paper, it is assumed that the systematic errors
are calibrated.

I11.C. Process model

q q -
W 10=399 (w—w) ﬂ Tl

Wh | wp =10 7:'04.{{, ‘ i—‘

Figure 4: The process model.

For the chosen model, the elements of the unit
guaternions and biases of the gyroscope sensor are
used as the states of the estimator. Denote the state
vector as x = [xq, Xy, X3,X4, X5, X6, X7] , Where
q = [xq,x,,x3,x4] is the unit quaternion vector and
wp, = [x5, x4, x7] is the bias vector consists of biases
in the measurement of the gyroscope. The equations
that govern the evolution of the unit quaternion
vector and the bias vector are defined as

=298 — wg) (18)
@q = 0. (19)

I1.D. System measurement model

The outputs of the system are the accelerometer
and the magnetometer readings in the body frame.

z = [Cclg] = h(x, a,,c,)
- Rgo Rgo] [‘C‘s] (20)

The rotation matrix Rg, is a function of the
quaternions as shown in (8). Notice that the
measurements are nonlinear functions of the states.

I11. IMPLEMENTATION OF THE EKF

This part is a brief introduction to the
implementation of the Extended Kalman Filter.
Detailed implementations can be found in [1,3,4].
The implementation of the EKF includes

Initialization
ro, Po,Q, R

Pl Tr

State Prediction

= Tp_qp—1 + Fe1®p-1p-ats
= FraPp a1 Fe1 +Qx

Measurement Update
ue = zp — h@gp-1)

Zk Sk = HiPue—1Hl + Ry
Ky, Py HIS, !
Tpje—1 + Kiyn

(I - I\VA‘IIL‘)PHL‘—I

I 3

JD;_.M

Figure 5: Implementation of the EKF.

initialization, state prediction, and measurement
update as shown in Fig. 5.

I11.A. Initialization

The first step for the EKF is initialization.
Define the initial body frame B to be coincident with
the inertia frame O, so the initial state is defined as

X, =[0001000]. (21)
The initial value for the covariance matrix P, is
defined as the identity matrix. The covariance matrix
Q that describes the process model and covariance
matrix R that describes the measurement error can be
initialized as diagonal matrices.

111.B. State prediction

The second step is state prediction. It is
governed by the equations in Fig. 5. The xj_q|x—1 is
the previous state estimate, and xyp -, is the
predicted state. The prediction is based on the first
order linearization of the process model (18) and
(19). t, is the sampling time, F is the linearized state
evolution dynamics, and Q, is the process noise
covariance matrix.

I111.C. Measurement update

The third step is the measurement update. This
step uses the measurement z; with predicted states
Xy k-1 and covariance matrix Py, to update the
estimated states x;, and the covariance matrix Py
This step is summarized in the Fig.5, where Ry is
the measurement noise covariance matrix. After the
update, a new iteration can be started with the



updated state estimate and the updated covariance
matrix.

IV. EXPERIMENTAL VALIDATION

Motion capture

Computer
a, B,y
Comparison [¢
q
EKF —
A
A 3
w| ap| €CB
Sensor
«, 3,7

Figure 6: Experimental setup.

Motion Capture VS EKF Pitch Angle

EKF
Mothion Capture
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Figure 7: Pitch angle comparison.

To verify the effectiveness of the attitude
estimator, an  experiment  comparison  is
implemented. The experimental setup is shown in
Figure 6. The sensor is fixed to a rigid platform
where markers are attached. The markers are
captured by several motion capture cameras. These
motion capture cameras are able to provide accurate
Euler angle measurements «, 8,y to the computer at
100 Hz. The sensor measurements w, ag, cg are also
obtained at 100 Hz. The EKF is performed in Matlab
and the estimation results g are transformed into
Euler angles for comparison with the ground truth
values from the motion capture system.

Simple rotations about the X, y, and z axes are
performed. The roll, pitch, and yaw angles from the
EKF are compared with the ground truth from the
motion capture camera. The comparison results are
shown in Fig. 7, 8 and 9. From all figures, it is clear
that this attitude estimation scheme works well.

10

V. CONCLUSION

This paper presents an estimator based on the
Extended Kalman Filter to estimate the attitude with

18 Motion Capture VS EKF Roll Angle
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Figure 8: Roll angle comparison.

Motion Capture VS EKF Yaw Angle

EKF
Mothion Capture
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Figure 9: Yaw angle comparison.

an accelerometer, a gyroscope, and a magnetometer
sensor. The experimental result shows that the
attitude estimation works well. In this test, the
motion of the movement is slow, and future work
could focus on implementing the estimator onto a
quadrotor during flight to test the performance.
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Effects of Synthetic Jets on Performance Enhancement of an Airfoil Model with a Control Surface

Annika Lindstrom, Jason Roman, Marianne Monastero, and Dr. Michael Amitay
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Rensselaer Polytechnic Institute

For a typical passenger aircraft the vertical
tail is larger than required for standard flight. It
is sized to provide the yaw needed to
compensate for a worst case scenario of
asymmetric engine failure in a heavy crosswind
during takeoff. With active flow control, this yaw
produced by the tail may be increased enough so
that the entire vertical tail could be downsized,
thus decreasing weight, drag, and fuel costs.

Previous research on scaled models has
shown that the side force increased when
synthetic jets were active, but the spacing
between the jets was an area where further
research was needed [1]. To study the effects of
jet spacing, a model was designed that could be
tested at various sideslip, sweep, and control
surface deflection angles and with several
different jet configurations.

This paper discusses the application of
synthetic jet technology, the previous results
obtained, the particle image velocimetry (PIV)
and pressure tests performed, and the direction
the research is heading.

. INTRODUCTION

The active flow control used in this study is
based on synthetic jet actuators, which are
devices that add momentum to the flow using
vortices that are generated near the surface with
no additional mass. These jets, shown in Figure
1, are created from alternating suction and
blowing from the time-periodic deformations of
piezoelectric discs [1].

Piezoelectric disk

Figure 1: Diagram of Synthetic Jet [2].
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Synthetic jets have a wide range of
applications in the aerospace industry and
beyond. They have been shown to be beneficial
in controlling separation on wind turbines
unmanned aerial vehicles and in inlet ducts
[3,4]. By controlling the flow separation, it is
possible to reduce drag on an airfoil, which
ultimately reduce the fuel costs of an aircraft and
increase its performance.

Previous work done by Rathay et al. found
that by using synthetic jet actuators on vertical
tail models, a non-dimensional side force could
be increased by as much as 34% [1]. It was also
found that the spacing between synthetic jets on
a vertical tail model was an important parameter
affecting the side force coefficient. On a smaller,
1/19™ scale model, it was found that increased
spacing resulted in lower side force
enhancement. On a larger model, 1/9™ scale
model, the spacing had unexpected effects that
partially agreed with the smaller model at certain
side slip angles, while at others it had a reversed
effect.

The focus of this study is to look more
closely into jet spacing on a vertical tail model.
A model based on a vertical tail geometry with
multiple configurations can vary the separation
severity and the spanwise flow component to
study the spacing effect in these conditions. The
separation severity can be changed by changing
the angle of attack or the rudder deflection,
whereas the spanwise flow component can be
varied by changing the sweep of the model.

I1. EXPERIMENTAL SETUP

In order to test the effectiveness of the
synthetic jets, a new wind tunnel model was
designed and fabricated. It was made using
computer-aided design software and then 3D
printed and fabricated out of a combination of
Stereolithography plastic (SLA) and aluminum.
The model, shown in Figure 2, was tested in
Rensselaer Polytechnic Institute’s Subsonic
Wind Tunnel, with a blockage of 17.2%. The



approximate location of the jets is shown also.
There is no sweep and no taper in this
configuration. The model was designed to
enable measurements of surface pressure around
the airfoil using pressure ports that are organized
in chordwise rows in seven locations along the
span, with 30 pressure ports each. There are
extra pressure ports on the jets them§elves.

Approximate
location of Jets

Figure 2: Model in RPI Subsonic Wind
Tunnel [5].

The model had a modified NACA 0012
airfoil cross-section, a chord of 0.538 m, and a
rudder chord of 33% of the total chord. Tests
were run at a chord Reynolds number, Re, =
720,000, with a sideslip angle of 0 and 5
degrees. The synthetic jets were placed upstream
of the rudder hinge line just before the
separation point where the effect of the jets
would be greatest. Baseline data were acquired
without the jets being actuated and then the
effect of the jets was tested in different
configurations, varying the spacing of the
actuated jets. Particle image velocimetry (PIV)
was obtained for the baseline case and pressure
data was taken for each configuration.

I11. RESULTS

PIV was performed on the baseline
unactuated model and provided detailed
information about the behavior of the flow over
the suction side of the model, showing the point
of separation. The results are shown in Figure 3,
which depicts a portion of the rudder on the
model with a side sweep angle of 5 degrees,
denoted by B. Free-stream velocity, denoted by
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U.,, is from left to right. The arrows in the figure
show the velocity vectors at that point in the
flow, and the scale on the right shows the
streamwise velocity of the flow at that point, the
warmer colors showing higher velocity positive
direction flow and dark blue indicating negative
flow, representing separated flow. The large area
of dark blue indicates the large separation that
occurs over the rudder. These results show the
severity of the separation over the control
surface and solidified the need for actuation
because of the loss of momentum caused by this
separation.

1300
U (m/s)
75

Figure 3: PIV Results on the Model [5].

The pressure data for the center spanwise
row are shown in Figure 4 for both the baseline
(unactuated) case, represented with black dots,
and the actuated case, represented with the red
triangles. Coefficient of pressure (C,) is shown
on the flipped vertical axis in the figure, and the
normalized location along the chord is shown on
the horizontal axis, each point corresponds to a
pressure reading that was acquired through
pressure ports along the model. As shown by the
figure, actuating the jets yields an increase in the
magnitude of C, at certain chordwise locations,
which corresponds to an increase in the
integrated side force. An increase in side force
due to synthetic jet actuation was shown to be as
much as 17% under certain conditions,
demonstrating the effectiveness of the jets.
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Figure 4: Pressure Data Results [5].

Once the positive effects of the jets were
established, the spacing between jets was
investigated more closely. Several
configurations were tested, with every jet, every
other, every third, every fourth, and only the
center jet being actuated. Figure 5 presents the
pressure distributions at the center pressure row
for each of these spacings, showing the
coefficient of pressure vs. normalized chordwise
location. As seen in the graph, the case with all
jets active has the highest suction peak, and the
lowest is the baseline case with no jets active.
This trend continues as an increased suction or
magnitude of C, is correlated with the decrease
in spacing. These results were similar to those
seenin R:athay etal. [1].
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0 TR ¢ jetSonly
o
.
T
0 0.2 04 0.6 08 1
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Figure 5: Pressure data with various jet
configurations [5].

To look at the effects of the jets on the side
force, the pressure coefficient distributions were
integrated to obtain the side force coefficient.
This integration was performed for each spacing
case and is shown in Figure 6, which is the
average side force coefficient from all of the six
pressure port rows versus the number of active
jets. As the number of active jets increases (as
the spacing decreases), the average side force
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coefficient increases. This is what would be
expected to be seen since more momentum is
being added to the flow. With all the jets active,
an increase of side force of up to 17% was seen.

1.6

baseline

. all jets
every other

] every third
every fourth
jet 5 only

Avg. Side Force Coefficient (c Y)
=

[N
o

2 4 6 8 10
Number of Active Jets

Figure 6: The variation of the side force
coefficient with number of active jets [5].

IV. FUTURE WORK

The future work for this project is composed
of two parts: model designing and fabrication
and wind tunnel experiments.

Currently, most of the designing is focused
on the control surface, with numerous
configurations to be tested. The rudder will be
deflected at two different angles, 20° and 30°,
and the rudder length will be varied for different
percentages of the chord. One current model is
being designed for a control surface at 20% of
the chord. It focuses on changing the control
surface assembly and incorporating a support for
the synthetic jets that allows them to move along
the chord. Allowing for motion of the synthetic
jets along the chord assists with finding the best
streamwise location for the synthetic jets to be
placed, which is another focus of the overall
project. The control surface length will be varied
in order to allow for the testing of the synthetic
jets in different flows. An important aspect of
the design is incorporating more SLA parts into
the model to decrease the overall weight and
make the project more cost efficient.

Future wind tunnel tests will be
incorporating pressure measurements, stereo
particle image velocimetry (SPIV), surface oil
flow visualization, and tuft flow visualization to
aid in understanding the effects of jet spacing on
the aerodynamic performance of the model.
Tests will be conducted on a model with a sweep
angle of 20°, which will change the spanwise



flow over the rudder, with a control surface
deflection of 20° and then the same sweep angle
with a 30° control surface deflection to compare
the results in separated flows with different
severity levels.

V. CONCLUSIONS

Experiments were conducted to help study
the effects that altering the spacing of synthetic
jet actuators and the sideslip angle had on a
simplified model. First, the jets were shown to
be effective using pressure taps along the model,
which showed an increase of up to 17% with all
the jets active in side force when jets were
turned on. Next, the spacing was investigated
and was found to have similar results as
previous studies, in that the number of active jets
positively correlated with the side force
enhancement.

For future study, the designs currently being
worked on, namely the model with a 20° control
surface deflection and a 20% chord, will
eventually be used to understand the effects that
varying the parameters of the control surface
with respect to the chord, will have on the side
force. More tests will be conducted at various
sweep angles with  different  rudder
configurations to continue to develop an
understanding of the relationship between the
spacing of the synthetic jets and the side force
enhancement.
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FINITE ELEMENT IMPLEMENTATION OF A DYNAMIC RESIDUAL-BASED LES MODEL
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madonn@rpi.edu

A new dynamic model for k, the filtered fine-
scale kinetic energy, is introduced in the context of
the Residual-Based Variational Multiscale method
(RBVMS) for Large Eddy Simulation (LES). The
strong form of the equation for k is transformed into
its stabilized finite element form. With this result,
strides are taken toward implementing this model
into PHASTA, an open source code for solving
compressible and incompressible flows. Three test
cases are conducted to verify the proper
implementation of various components of the model.
The results of these tests provide evidence to suggest
that the current implementation of this new model
into PHASTA is correct thus far.

I. INTRODUCTION

Turbulence is currently one of the biggest
challenges in fluid mechanics. This is due to the
fluctuations in pressure, velocity, and temperature
associated with turbulent flow along with many
other characteristics ). One method for turbulence
modeling is Large Eddy Simulation (LES) . In
2007, Bazilevs et al. applied the Residual-Based
Variational Multi-Scale method (RBVMS) to LES
Bl In 2016, Oberai and Hughes proposed an
adaptation to the RBVMS method for LES /. This
proposed adaptation is the basis for this research.

II. THEORY

In the RBVMS method for LES, the flow field is
divided into a coarse- and fine-scale (u = u + u').
The coarse-scale is solved for numerically, and the
fine scale is approximated mathematically and
inserted back into the equations for the coarse-
scales. In the model by Oberai and Hughes the fine-
scale flow field is approximated as

m
_ g R
|R™(O)I
where k is the filtered fine-scale kinetic energy and
R™(U) is the momentum residual of the coarse-
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scales. The scalar equation for turbulent kinetic
energy, k, is shown below.
3

— — Vr k2
k!t+ u: Vk - C1|VSu|Fk - V . <_Vk) + CZT
O A

- (1)

= [=™(0)1,,
Equation (1) is the strong form of the equation for k
and it will be manipulated into a form that can be
implemented into PHASTA. A number of test cases
will be conducted to test its implementation.

III. EQUATION MANIPULATION

The equation must be transformed from the strong
form to the weak form and discretized using the
Galerkin  method before being implemented in
PHASTA. The finite element form of the equation
for k" (to be implemented into PHASTA) is,

Ne;
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IV. RESULTS

After the finite element form is implemented into
PHASTA, three test cases are conducted to verify
that the implementation was done correctly. The
idea behind these tests was to implement parts of the
equation for k separately to simplify the problem.
The results of these tests are shown below.

scalar

Figure 1: Results from Time Derivative,
Advection, Diffusion Case after 10 Time Steps.

scalar

Figure 2: Results from Time Derivative,
Advection, Diffusion Case after 30 Time Steps.

Figure 3: Results from Time Derivative,
Advection, Diffusion Case after 90 Time Steps.

I I I I I T T T T
—&— Analvtic Solution
600 H —=— PHASTA Solution n

o
SN

i,
W

200

400

300

200

Lo

Fine-Scale Kinetic Energy. K [1

10

Elapsed Time [s]

Figure 4: Plot of k" from Analytic and PHASTA
Solutions for Time, Production Case.
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Figure 5: Plot of k" from MATLAB and

PHASTA Solutions for Time, Destruction Case.

Figures 1 through 3 are from the first test, Figure
4 from the second, and Figure 5 from the third.
Figures 1 through 5 provide evidence to suggest that
the finite element form of the equation for k” has
been implemented correctly. Figures 1 through 3
show results that align well with expectations.
Figures 4 and 5 clearly show the agreement between
the expected solution and the PHASTA solution.

V. CONCLUSIONS

A new dynamic turbulence model has been
introduced for use with the RBVMS method for
LES. This new model was manipulated into an
appropriate form and implemented into PHASTA.
Three tests were conducted to verify correct



implementation and the results of these tests do just
that.

The next step for this new model is feeding it
back into the coarse-scale equations so its effects can
influence the flow field. With this in place, a
turbulent flow simulation will be performed to shed
light on the ability of this new model to accurately
model turbulence.
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Evaluating the neutron capture cross sections
of materials commonly used in nuclear engineering
is essential for design and operation of nuclear
technologies. It is important to understand how a
material may interact with radiation before
implementing it into a system. Cobalt is a sample of
particular interest because of the large differences
in cross sections (an 89.61% difference) between
JEFF and the other libraries at around 10 keV. A
measurement of the neutron capture cross sections
for cobalt would yield more accurate nuclear data.
Measurements for cobalt, as well as other samples,
were made using a Lead Slowing-Down
Spectrometer at the Rensselaer Polytechnic
Institute’s Gaerttner Linear Accelerator Center.
YAP:Ce scintillators were used to record the capture
rate of neutrons as a function of time, which could
then be converted to a function of incident neutron
energy. The spectra for the cobalt measurements
agreed with the current evaluations, with the
exception of a small range from 400 eV to 1 keV.

I. INTRODUCTION

It is necessary to experimentally validate the
neutron capture cross sections (the probability of
neutron capture) of commonly used materials in
nuclear engineering. For example, a reactor consists
of fuel, fission products, coolants, and various
structural materials, whose properties must all be
analyzed before operation. One project at the RPI
Gaerttner Linear Accelerator Center (LINAC)
involves using a Lead Slowing-Down Spectrometer
(LSDS) to measure neutron capture cross sections.
The pulse height spectra for various samples were
compared to outputs from Monte Carlo N-Particle
(MCNP) simulations that modeled the experimental
setup. The purpose of comparing the measurements
to the MCNP calculations is to validate nuclear data
libraries; for this work, we focused on ENDF/B-
VII.1, JEFF-3.2, and JENDL-4.0.
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II. PHYSICS OF THE LEAD-SLOWING-
DOWN SPECTROMETER

When the LINAC accelerates electrons to the
target in the LSDS, the high energy -electrons
interact with the target and part of their energy is
converted into electromagnetic radiation known as
Bremsstrahlung radiation'. High energy x-rays that
are emitted from this process interact with the target,
supplying enough excitation energy to target nuclei
to emit photoneutrons. These neutrons scatter in the
lead and lose energy over time. By placing a sample
and a set of scintillators in the LSDS, neutrons are
captured by the sample and some of the resulting
gamma ray emissions are detected. Detector signals
are recorded as a function of time and it can be
converted into a function of incident neutron energy.
Equation 1 shows the relationship between time and
the incident neutron energy used for this conversion,

165000

SOV = oay

(1)

where the time, t, is in microseconds. The capture
rate of the neutrons by the sample as a function of
neutron energy can be used to determine the neutron
capture cross section of the material.

All of the samples measured are frequently used
in nuclear applications. Some samples such as
tantalum were selected because databases generally
agreed on the cross sections of that material, and it
could be used to verify the accuracy of the
measurements at the LINAC.

Other samples of particular interest were
selected due to differences in cross section peaks
between the different databases. Consider the
evaluations in Figure 1 for the neutron capture cross
sections of cobalt from 5 keV to 10 keV. At 9.7 keV,
there is a significant
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Figure 1: ENDF/B-VII.1, JEFF-3.2, and JENDL-
4.0 evaluations of (n,y) cross sections for cobalt-
59 (*Co) from 5 keV to 10 keV. Note, ENDF/B-
VII.1 and JEFF-3.2 are identical in this region.

difference of approximately 5.25 barns (an 89.61%
difference) between the JENDL-4.0 evaluation and
the ENDF/B-VIIL.1 evaluation. Measurements for
*Co using the LSDS can be used to better determine
the correct cross section at 9.7 keV.

III. EXPERIMENTAL SETUP

The LSDS was configured with two different
measurement ports; a sample and a detector were
placed in each port. The detectors used during these
measurements were Yttrium Aluminum Perovskite
scintillators doped with Cerium (YAP:Ce). These
detectors are high density inorganic scintillators with
properties that yield a fast decay time and high light
output’. This makes these scintillators useful for
high count rates and experiments that require precise
timing. The samples placed in the LSDS were very
small, with the largest sample being a 15.875 mm x
15.875 mm square that was 2 mm thick. The cobalt
sample was cut into a 5/8” x 5/8” square sample that
was 0.6 mm thick. An MCNP model of the LSDS is
shown in Figure 2, and a detailed view of the sample
and detector is shown in Figure 3.
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Figure 2: A diagram of the experimental setup of
the LSDS.

YAP:Ce 5mm Scintillator Cobalt Sample

Figure 3: A detailed view of the MCNP modeled
cobalt sample and detector.

In addition to the sample measurements, three
background measurements were taken for each
detector in their respective locations in the LSDS.
For some of the samples, a *U flux monitor were
placed in one port in the LSDS while a sample for
neutron capture cross section measurements was
placed in the other port. The data gathered from the
U flux monitor during these sets of measurements
could be used to compare the different neutron
fluxes of each measurement.



IV. RESULTS
IV.A. Background and Decay Correction

Three sets of measurements with no samples in
the LSDS were made for the background counts, and
this data was averaged to determine the background
count rate of the system. The output of the detection
system consisted of raw counts as a function of time,
which could then be converted into a count rate as a
function of incident neutron energy using Eq. 1.
Figure 4 shows the background counts as a function
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Figure 4: The background counts of detector 1
and detector 2.

of incident neutron energy for detectors 1 and 2. All
of the raw sample data must be subtracted by a
multiple of the background counts. The background
counts may be multiplied by a scaling factor to
correct for changes in neutron production from
changing LINAC beam conditions. This scaling
factor is computed by analyzing the data recorded by
the *°U flux monitor.

The detection system began recording data 2.46
us before the measurements began. This data
collected before the LINAC pulse was used to
correct for radioactive decay in the sample count
rate. The difference of the sums of the sample count
rate and the background count rate before the
LINAC pulse equals a constant that can be used for
decay correction. The sample count rate must be
subtracted by this count rate to correct for
radioactive decay.
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IV.B. Data

After the data from the cobalt measurements was
decay corrected and the background was subtracted,
the experimental spectrum of count rate as a function
of energy was plotted against three different MCNP
calculations. Each MCNP simulation contained the
neutron capture cross sections of ENDF, JEFF, or
JENDL, and an F4 card with an FM card was used
to tally the number of particle-track lengths per unit
volume in the cobalt sample’, multiplied by the
capture cross section of that material. The relative
errors of the tallies are presented in the MCNP
output files as well, and this data was used to
generate error bars for their corresponding curves.

Figure 5 shows the plot of the experimental data
plotted with the simulated responses. With the
exception of the counts from 400eV to 1 keV and at
lower energies, the data from the LSDS agrees with
the current evaluations. The most probable cause of
disagreements in this region is that there may still be
background effects that were not taken into
consideration. Work must be done to properly
propagate error for the experimental data. This
requires a better understanding of the neutron flux
that is being measured to determine which aspects of
the LSDS and data acquisition system have
uncertainties.
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Figure 5: Experimental and simulated count
rates as a function of incident neutron energy.



V. CONCLUSIONS

Measurements of the neutron capture cross
sections of various samples have been made using
the LSDS. The capture rate of neutrons in cobalt
could be measured accurately with the LSDS, with
the exception of a small range from 400eV to 1 keV.
However, more work could be done to develop a
pulse height weighting factor to minimize the error
between the experimental data and the MCNP
calculations, and improve detector response of the
YAP:Ce scintillators. Additional research can be
done to minimize the background effects in the
system, which is a large cause of disagreement at
low energies under 0.1 eV. With further data
analysis, this measurement can assist in evaluating
the cross sections of cobalt, which is widely used as
a structural material in nuclear applications.
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Directional neutron detectors are useful
instruments for nuclear security and nuclear
safeguards. These detection systems can be used to
locate hidden special nuclear material (i.e. fissile
uranium and plutonium) at national points of
interest where materials are scanned for neutron
radioactivity, such as border crossings, airports,
shipyards, etc. While previous directional detection
arrays have been designed with scintillating fiber
neutron detectors, *He proportional counters, and
planar solid-state neutron detectors (SSNDs), this
research outlines the design, construction, and
testing of a modular directional neutron detector
which uses high-efficiency and gamma-insensitive
microstructed SSNDs developed at RPI [1, 2].
These microstructured solid-state neutron detectors
were implemented into a cylindrical geometry of
high density polyethylene (HDPE) as two rings of
detectors with an angular spacing of 22.5 degrees in
order to construct the modular directional neutron
detector [3, 4].

I. INTRODUCTION & THEORY

Neutron detection is crucial in the fields of
nuclear security and counterterrorism. The detection
of neutron radiation is an indication of the presence
of SNM, which is defined as plutonium or uranium
enriched in isotopes U and #*U and is the fissile
material used in nuclear weapons [5]. Once the
presence of SNM has been identified, it is important
to locate the source. Hand-held survey monitors can
be used to search for the source, but an automated
system which locates an unidentified neutron source
can expedite the process.
Microstructured SSNDs have been developed by
multiple groups [3, 4, 5]. These solid state detectors
are a promising replacement to expensive and bulky
gas-filled neutron proportional counters (e.g. *He
and BF3). These devices consist of a semiconductor
substrate, i.e. silicon, which is etched in a repeated
microstructure. The microscopic holes are filled
with a neutron converting material, e.g. °B, which
readily absorbs thermal neutrons and produces
energetic, charged particles.

The  microstructured
detectors developed at Rensselaer

solid-state  neutron
Polytechnic

23

Institute utilize an etched honeycomb microstructure
that is filled with 96% '°B. The thermal neutron
absorption reaction of '°B can be seen in the
equation below.

¥R +in->
94%: 5Li(0.84 MeV) + 3a(1.47MeV) i
6%: }Li(1.015 MeV) + 4a(1.777MeV) @
Neutron detection occurs when a neutron is
incident on the boron-filled microstructure and is
absorbed by °B. The resulting charged particles can
escape the neutron-converting region, reaching the
semiconductor region with a fraction of their
original energy. This results in the production of
electron-hole pairs, which can cross the depletion
region and produce a signal that can be amplified
and registered as a neutron event. A picture
demonstrating the hexagonal pattern of the
aforementioned solid-state detectors developed at
RPI can be seen in Figure 1; the diameter of the
hexagonal holes is on the order of a few
micrometers. These honeycomb detectors have
demonstrated an intrinsic thermal neutron efficiency
of ~28% with a gamma sensitivity below 10°
corresponding to a 10 mR/hr **'Cs source (E,=661.7
keV) [4]. Additionally, these devices show promise
as an inexpensive neutron detector with low gamma
sensitivity, zero bias requirement, and a flat and
compact geometry.
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Figure 1: The design of the hexagonal lattice used
in RPI's solid state detectors [6].

I1. MCNP SIMULATIONS

The first step in creating a directional detection
system with the aforementioned SSNDs was
designing the moderator geometry for the array. A
cylindrical geometry was chosen due to its
symmetry, and HDPE was chosen as the moderator
due to its large hydrogen content and machinability.
Additionally, the cylindrical construction allows for
a modular design; additional detector rings can be
stacked in order to improve the system sensitivity
and angular resolution.

Monte Carlo n-Particle transport code
(MCNP6.1) was used to find the appropriate height
and radius of the cylinder, along with the optimal
depth of the detection array. First, the optimal
detector depth was determined. One of the
microstructured detectors was simulated within the
cylindrical moderator (r=25 cm), and the response of
the detector (to an external **°Cf neutron source) was
simulated for incremental distances from the
cylindrical surface. The external “Cf source was
simulated five centimeters away from the edge of the
cylinder, and '°B absorption was tallied at various
depths with intervals of 0.5 centimeters. The depth-
dependent interaction rate was plotted (see Figure 2),
and the optimal depth was found to be 3.5 cm. Next,
the appropriate radius was determined by varying
the radius of the cylindrical array, while keeping a
constant detector depth and distance from the source.
The results for this did not have a clear maximum,
however it was found that a 15 cm radius provided
enough moderation, achieving a detector response
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>95% of that associated with an infinitely-wide
cylinder. Finally, the desired height was determined
by varying the height of the cylinder while keeping
the other parameters constant. The cylindrical
height which results in a detector response >99% of
that associated with an exceedingly tall cylinder
(100 cm) is 27.5 centimeters (or 5 slabs of HDPE).
Thus, the optimal geometry for the detector array
was determined [7].

Optimal Depth Plot
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Figure 2: Detector response vs. depth of the
detectors in the HDPE cylinder with a peak
between 3 and 4cm.

While the part was milled, MCNP simulations
were run in order to determine the relationship
between the position of the ?*°Cf source and the
detection system. In the simulations, the source was
kept at a constant 5 cm from the surface of the
cylinder, while the angular position was changed by
5 degree intervals. One simulation with the source
positioned at 22.5 degrees was performed in order to
simulate the midpoint between two detectors. After
these simulations were performed, the data was
tabulated, and the counts in each simulation were
normalized to the highest detector response. The
difference between the 0° and 45° detectors in each
simulation was then found and plotted with respect
to the source angle (see Figure 3). As one can see
from the graph, the relationship between these points
is roughly linear. Knowing the relationship
between the count difference and the change in angle
proved to be crucial in writing a directional detection
program.
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Figure 3: Difference in the largest normalized
counts with respect to source angle.

I11. EXPERIMENTAL PROCEDURE

The next step in creating a fully functional
directional neutron detection system was to write a
computer code that would output the direction of the
source from detector counting data. Since this was a
proof of concept, the program was written to
determine the source position with a resolution of
22.5 degrees. The inputs consisted of the
normalized counts for all eight detectors in the form
of strings, which were then converted into integers.
For the sake of simplicity, the detector variables
were defined as compass positions (north, northwest,
west, etc.). A series of sixteen boolean statements
were then set up to define the position of the source
with respect to the array. It was decided from
MCNP results that if the difference in the two
highest normalized counts was greater than 0.1, the
source was somewhere between detectors and would
be defined as such. An example of the boolean code
for the source being closest to the north detector can
be seen in Appendix A, along with the code for the
source between the north and northeast detector.

The program would then identify the correct
boolean through a series of if-then statements
direction of the source in the user interface.

Experiments were performed with one of the
aforementioned 4-cm? SSNDs developed at RPI.
With the source set up approximately 1.15 meters
from the edge of the array, the detector was inserted
into one of the detector slots, and counts were
measured over a period of five minutes. After the
measurement was finished, the detector was re-
positioned to the next angular location until all eight
measurements had been taken. The entire array was
then turned 22.5 degrees and this procedure was
repeated.
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IV. RESULTS

At the end of running this experiment, the
normalized counts from detector positions at
intervals of 22.5 degrees were tabulated and plotted
with estimated values obtained from MCNP (see
Figure 4).
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Figure 4: Normalized counts as measured and as
initially calculated by MCNP.

As one can see from this graph, the MCNP
simulations follow the shape of the normalized count
rates measured during the experiments. However,
there seems to have been some disagreement in the
counts on one side of the array. This may be due to
the fact that reflection of neutrons from the walls
and floor were not accounted for in the MCNP code.
As such, the MCNP simulations were run again with
the walls and floor inputted as concrete with varying
hydrogen content. Despite modifying the MCNP
code for hydrogen content of 3% and 6% in the
concrete, this was still not in agreement (see Figure
5). That said, the measured counts from the
experiment still showed a clear peak in the counts
with the front detector. As such, this can still be
used for basic directional detection and is a
successful proof of concept.
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Figure 5: Normalized counts as measured and as
calculated with MCNP with various hydrogen
reflectors.

V. CONCLUSION

It has been shown that one can successfully use
the microstructured SSNDs developed at RPI to
develop a directional neutron detection array with
reasonable angular resolution. This portable system
can be employed in order to determine the direction
of a hidden neutron source. Because of the
efficiency, inexpensive and compact nature of
microstructed SSNDs, this instrument can improve
upon current methods of neutron directionality
measurements.
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APPENDIX A: Boolean code used for
determination of the neutron source location

N = intN > intNE And intNE
> intE And intE > intSE
And intSE > intS And intN
> intNW And intNW > intW
And intW > intSW And intSW
> intS And (intN - intNE)
> 0.1 And (intN - intNw) >

0.1,

NXNE = intN > intNW And
intNW > intW And intW >
intSW And intNE > intE And
intE > intSE And intSE >
intS And -0.1 <= (intN -
intNE) And (intN - intNE)
<= 0.1.
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The detection of pulsed neutron sources is of
interest in order to characterize the neutron
spectrum produced during criticality
experiments and for safety applications that
require characterization of accidental criticality
excursions. Currently, pulsed neutron
spectroscopy can be performed using a two-step
process involving the activation of a foil and
subsequent gamma spectroscopy and photopeak
analysis. This multi-step method is time
consuming and does not produce real-time data.
A new method of pulsed neutron detection is
introduced using a hybrid device composed of a
silicon carbide (SiC) charged particle detector
and a silver (Ag) activation foil. SiC detectors
are solid-state, compact and robust, surviving
large radiation fields and allowing for the Ag
foil to be directly mounted on the device. The
short half-life of the silver and subsequent
energetic beta emission allow for real-time
pulsed neutron detection.

I. MOTIVATION

The measurement of high-intensity neutron
pulses has important applications in fields such
as radiation protection, accelerator systems, and
criticality excursion measurements. Traditional
neutron detectors—e.g. proportional counters,
solid-state devices, scintillating detectors, etc.—
become saturated in a high-intensity field, losing
information due to significant detector dead-time
[1]. Therefore, passive neutron detectors, i.e.
neutron activation foil systems, which can
measure the intensity of neutron pulses, are used
for such applications. Accelerator facilities use
the aforementioned foil activation methods in
order to track radiation doses [2]. Similarly,
activation foils are used to measure pulsed
sources associated with criticality excursions in
order to determine their consequences [3].
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However, the aforementioned passive
neutron  detection systems require long
measurement times and do not provide any real-
time data. The development of a real-time
pulsed neutron detector would provide
significant advantages for the aforementioned
applications.

II. NEUTRON DETECTION WITH
ACTIVATION FOILS

Neutron detection using activation foils is a
process which begins by exposing a foil to a
neutron source. As neutrons are absorbed by the
foil, activation occurs. After this activation, the
radioactivity of the foil can be measured using
gamma spectroscopy. This activity—along with
the flux-averaged cross-section of the foil and
the efficiency of the gamma spectrometer—can
be used to determine the intensity of the neutron
field at the position of the foil. This two-step
process introduces a delay between the
irradiation of the foil and the subsequent gamma
spectroscopy. Since no information is gathered
until after the gamma spectroscopy is performed,
there are no immediate, real-time data available.

Typical foils used for pulsed neutron
detection include gold (Au) and dysprosium
(Dy). These elements each have an isotope with
a large thermal neutron absorption cross-section
(**®Au and **°*Dy), which drives the sensitivity of
the measurement.  However, these isotopes
associated with the Au and Dy foils have long
half-lives (2.70 days and 2.33 hours,
respectively). While an appreciable half-life is
necessary due to the delay between the foil
irradiation and gamma spectroscopy, a long half-
life reduces the sensitivity and increases the time
required to perform the measurement. This
method of pulsed neutron detection is not
limited to gold and dysprosium but has been
demonstrated with many different activation
foils [4].



I11. DEVELOPMENT OF A REAL-TIME
PULSED NEUTRON DETECTION
SYSTEM

In order to improve upon the methods
presented above, a real-time pulsed neutron
detection system has been developed. This
system uses a silver activation foil which is
mounted directly on a SiC solid-state detector.

and without the silver foil mounted directly
on it. Both the SiC and the Ag foil are
approximately 1cm?.

The development of this system is enabled
by the compact nature of SiC detectors. This,
along with its radiation hardness, allows for the
detector and foil to be packaged together during
the irradiation, eliminating the previous two-step
process associated with traditional neutron
activation foil methods [4]. In turn, this expands
the breadth of available activation foils by
allowing the use of foils with short half-lives. In
particular, silver was used as the activation foil
for this hybrid neutron detection system. '®Ag,
which accounts for 48.2% of natural Ag, has an
appreciable thermal neutron absorption cross-
section (87 barns at 0.0253 eV). The activation
of ®Ag leads to "'°Ag, which decays via beta
emission with a half-life of 24.6s. The emitted
beta from °Ag has a maximum energy of 2.89
MeV (Eag=1.17 MeV).

109 110

Ag + in—- 13949 ——
4749 T o 47 9T1=24_6S
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+ B(Epyax = 2.89 MeV)

The use of short-lived Ag activation foils
significantly improves the sensitivity and/or the
measurement time  associated with the
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aforementioned methods because a target
sensitivity can be achieved appreciably faster
than with the Au and Dy foils. That is, to
achieve the same sensitivity of the Au and Dy
foils, it would take significantly less time.
Conversely, if given the same time as the
aforementioned foils, the Ag foil would reach a
higher sensitivity. The shorter measurements
associated with this Ag-SiC hybrid detection
system—along with the ability to collect real-
time data—opens the door to improved methods
of pulsed neutron detection.

IV.SENSITIVITY CALIBRATION

The Ag-SiC hybrid detection system was
created by mounting a silver foil directly on a 1-
cm? SiC detector, and the foil and detector were
mounted on the end of a rod for subsequent
neutron exposure. In order to determine the
sensitivity of this particular system, the device
was exposed to a known neutron field. A
californium (**Cf) spontaneous fission neutron
source, which was housed in a block of high
density polyethylene (HDPE), was used for this
calibration. An exposure port provided access to
the moderated neutron field. A schematic of the
moderated neutron source can be seen in Figure
2.

©

Figure 2: Front view schematic of the
experimental setup. The ®*Cf source (red) is
housed in a block of HDPE and the detector

system (blue) is inserted in the access port.

The Ag-SiC detection system was inserted
to a depth of 10.75” below the HDPE surface.
Previously, thermal neutron flux (E <0.5 eV) at
this position was determined to be 1226+50
[n/em?-s] using a gold foil analysis. The
detector was operated in reverse bias with a



voltage of -7V, which improves the signal-to-
noise ratio (SNR) compared to a zero bias state.
A background measurement was performed in
order to determine the intrinsic noise level of the
device. Subsequently, the foil was irradiated in
the configuration shown in Figure 2 for 100
seconds (about four half-lives) in order to
approach saturation activity corresponding to the
neutron flux at the aforementioned 10.75”
location. Immediately after the 100 second
irradiation, the source was removed and data
collection was initiated. Data was collected for
100 seconds after saturation, in which time beta
emission was detected by the SiC solid-state
detector. Betas from *°Ag escape the silver foil
and impinge upon the SiC detector, depositing
their  residual energy to produce a
distinguishable pulse in the detector. The results
of this experiment can be seen in Figure 3.
Some of the counts in the red background
measurement are due to residual activity in the
silver from previous irradiations.

Activation of Ag

T T T T T T
; « Background
- « Count Collection
%
4
)
oL e
10° .
.
2 b1 N
5 2
R < ¥
"
XK
Oy .
s ssoum s s
e o + @cumem o omme o
a0 o . + s mesmum s
100 . o ,
50 100 150 200 250 300 350 400 450 500

Channel

Figure 3: Background and neutron-exposed
data used to demonstrate the sensitivity of the
SiC-Ag detection system to thermal neutrons.

The measurement taken with the SiC-Ag
pulsed neutron detector at the aforementioned
10.75” position with a previously-calibrated
thermal neutron flux (1226450 n/cm?-s) allows
for the sensitivity of the detection system to be
determined. Setting a lower limit of detection
(LLD) above the background noise yields a
count total of 3577 + 60 neutrons, or a count
rate of 35.8 + 0.6 neutrons/second. Therefore,
the sensitivity of the real-time pulsed neutron
dosimeter is approximately 0.029 counts per
incident thermal neutron for a constant 100
second irradiation. The sensitivity of the system
can be improved by increasing the SiC detection
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area and/or sandwiching detectors around a
single foil.

V. CONCLUSIONS AND FUTURE
WORK

A SiC-Ag hybrid pulsed neutron detector
was constructed, tested, and a sensitivity
measurement was performed using a moderated
22Cf  neutron  source. Measurements
demonstrate the system’s ability to measure and
quantify the intensity of an incident neutron
pulse in real-time. Using the Ag-SiC hybrid
system for detection in pulsed neutron
environments will be important in moving
towards applications in high intensity fields
because it exceeds the limitations of the current
devices. Future work will involve testing and
determining the sensitivity of the Ag-SiC hybrid
detector in the harsh environment associated
with accelerator systems. Additionally, a pulsed
neutron spectrometer will be developed using
multiple Ag-SiC hybrid detectors embedded in a
moderator in order to gather information about
the energy spectrum of an incident pulse of
neutrons.
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An alternative to current renewable energy
sources is needed. Focusing on an urban
environment, a device based on Zinc Oxide
nanowires is designed that would allow for wind
energy to be transformed into electrical energy via
the piezoelectric effect. Simulations were run in
order to calculate the maximum deflection of the
nanowire, and it was found that the deflection grows
as a power function of the aspect ratio.

I. INTRODUCTION

Global warming has been changing the climate
of the entire world at an unprecedented and
increasing rate for over half of the last century.
Many countries are seeing record breaking
temperatures that have been higher than any since
the data has been recorded [1]. The rising
temperature will have massive effects on many
different aspects. Rising sea levels and increasing
storm activity provide added challenges to the large
portions of the human population that live in coastal
areas. Droughts will be more intense and dry spells
longer, which will destabilize many of the climates
which are very important to our agriculture. Not
only humans will be affected; many animals’ native
habitats will be damaged or changed in a potentially
harmful way [2].

The cause of the increase in global warming is
thought to be due to the increase in emissions called
greenhouse gasses. One of the most prevalent,
comprising of 76% of global greenhouse emissions
in 2010, is Carbon Dioxide (CO;). Whether the

source is coal, oil, natural gas, or some other fuel, 25%

of those emitted greenhouse gasses came from
energy production [3].
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Figure 1: Global Carbon Emissions from Fossil-
fuels 1900-2011 [3].

I.A. Current Solutions

Policies to curb emissions have been put into
place and many countries are actively working
together to help slow the rate of global warming [4].
There is an intense focus on replacing past sources
of energy with new clean and renewable types.
Already this trend can be seen by the increase in
such technologies as wind, solar, and hydroelectric
power, with around 13.4% of electricity in the
United States generated via renewable sources [5].

Currently available renewable technologies are
not without their drawbacks. For example,
hydroelectric dams and wind turbines take up a very
large volume and can be had to integrate into urban
areas. When they are in a more rural environment,
they can be loud, effect the view, and still disrupt
natural habitats [6]. Solar panels—while quiet and
smaller in volume— can only be positioned on the
tops of buildings and only work for a portion of the
day, if they are located in a region of the earth that
has adequate sunlight. In addition, they can be quite
costly to manufacture and often use rare materials
and dangerous and environmentally harmful
chemicals during their fabrication [7].

I.B. Proposed Solution

Looking for a way to fill the gap of current
renewable energy sources requires an innovation that
is quiet, low volume, a low initial investment cost,
and is relatively harmless to the environment. Given



that it will be small, so that it can fit in urban areas,
technologies like geothermal and hydroelectric are
most likely not as viable.

Moving away from the rotating blades of today’s
windmills, a solution that will not introduce any
noise and have far less opportunity for failure due to
moving parts, can be realized by nanoscale
fabrication. Utilizing the single crystal form of the
cheap and safe piezoelectric material Zinc Oxide
(Zn0O), which is safe enough to be a common
ingredient in sunscreen, the wind can be captured
and converted into electrical energy [8].

These can be fabricated quite simply, compared
to many other micro- and nano- technologies, like
those used in solar panels. Through a ZnO seeding
step and a wet chemical growth, nanowires can be
grown on a Gallium Nitride (GaN) wafer [9-10]. The
product will be composed of an array of ZnO
nanowires that will deform in the wind, creating an
electric potential on the surface of the nanowires.

This structure can be repeated over to create
panels as large as necessary. These panels can then
be used anywhere that has a decent amount of wind
blowing to generate energy. This has numerous
applications in such places as on skyscrapers and
other urban buildings, ships under constant wind on
the ocean, or even as a supplement on the towers of
current wind turbines to create even more electricity.

11
Figure 2: A CAD model of the ZnO nanowire
array. The scale is in micrometers [pm].

I1. PRODUCT DESCRIPTION

This product’s main purpose will be to fill a
niche market of electricity generation where
currently there is no available method. The amount
of tall buildings in cities bring about a large amount
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of unused area as well as an increase in wind effects
due to their height. Either stand alone or in
conjunction with other modern technologies, it could
help bring clean renewable energy to the world.

11.B. Mathematical Model

One of the largest and most iconic cities in the
United States in New York City. With its numerous
large structures it is a prime candidate for this
technology. The measured values of an average of
12.2 mph (5.45 m/s) and a record of 40.7 mph (18.2
m/s) were used during the design process of this
product [11].

These wind speeds are used as the two test
points for the simulations of the nanowires. As can
be seen in Eq. (1) and Eq. (2), which balance the
mass and momentum of the wind, the flow, based on
the density p, velocity u, the characteristic length I,
dynamic viscosity x, and temperature T, can be used
to determine the force applied to the structure by the
wind.

p(u-Nu=0-[-pl+u((Vu+ V") +F (1)
oV-u=0 2

This force causes a stress and displacement on
the nanowire. That in turn, based on Egs. (3) - (8)
calculates the stresses and displacement fields
present in the material. This is what determines—
based on the characteristics of the material—how far
the nanowire has deflected.

—V.-o=Fv 3
o = 1FSET (4)
F=(+-Vu) (5)
J = det(F) (6)
s—50=C:(g— & — Einer) (7)
&= %[(Vu)T + Tu + (Vw)T7u] (8)

The stress and displacement are then turned into
an electric potential via the piezoelectric effect. This
charge, initially generated by the force of the wind
acting on the nanowires, is then to be harvested and
stored for later use.

—V.-0=Fv 9
V-D=p, (10)



I11. RESULTS

In order to test the viability of this product, a
simulation was run using COMSOL Multiphysics
[12]. Using the included physics and material
properties for Zinc Oxide, which were specified for
such sub-micron range applications, a single
cylindrical wire was modelled and tested on. The
dimensions of the nanowires can be modified while
they are being grown, with many diameters being
smaller than 100nm, having possible lengths over
10um and aspect ratios greater than 100 [13].

Figure 3: A nanowire simulated in a wind flow.
The scale is in micrometers [pm].

The first half of the simulation, calculation of
the flow and the deflection of the wire was
performed for various radii and lengths of the wire,
with full results available in Appendix 1. It was
seen that the as the radius decreased, and the length
increased, the deflection was greater.
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